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Detecting Water Quality Changes Before
and After BMP Implementation: Use of SAS
for Statistical Analysis
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Biological and Agricultural Engineering Department
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Detection of differences or trends in water quality datare-
guiresorganization and analysisof data collected from thefield.
Such anaysismay be done on acomputer using statistical pack-
ages such as SAS, or by using spreadsheets.

Thisarticleillustratesthe use of SAS! to organize and ana
lyze data for detecting a water quality change due to changes
in land management?. The parametric statistical test, regres-
sion analysis, with covariates or explanatory variables (analysis
of covariance), will be presented for use with paired water-
shed, upstream/downstream, and before/after water quality
monitoring designs. Analyses for a discrete step-change that
compares pre- and post-BMP values is presented. In future
articles, we will discuss analyses for other types of changes,
such astrends over time.

Seeour last issue of NWQEP NOTESor Grabow et al. (1998)
for a presentation of these analyses using a spreadsheet.

1 SAS(SAS, 1985ab) version 6.12 for PCsis used for this publication; however, other
versions and platforms are supported and identical in language. Other statistical
packages are available that can perform similar analyses.

2 It is assumed that the reader has had an introductory course in statistics or some
statistical experience.

Employment and program opportunities are offered to all people regardless of race, color, national origin, sex, age, or disability.

North Carolina State University, North Carolina A&T State University, U.S. Department of Agriculture, and local governments cooperating.

&

Printed on Recycled Paper



NWQEP NOTES — January 1999

Monitoring Designs

Three monitoring designs common to water quality
studies are paired watershed, upstream/downstream, and
before/after. A paired watershed design (Clausen and
Spooner, 1993) comprises two watersheds (control and
treatment) of similar location and land use and two time
periods of study (calibration and treatment). Typicaly,
one sampling station is positioned at the outlet of each
watershed. During the calibration period (typically at |east
two years), land use at both control and treatment sites
should remain the same. The goal isto establish arela-
tionship between the watersheds. At the end of the
calibration period, best management practices (BMPs) are
implemented at the treatment site. The project then pro-
ceeds into the treatment period (usualy at least 2 years).
Again, thegoal isto establish arelationship between con-
trol and treatment watersheds. At the end of, or at some

EDITOR’'S NOTE

Analyzing water quality datafrom nonpoint source pollution
control projects to detect change can be done on a computer
using either spreadsheets or statistical packages.

In our last issue of NWQEP NOTES, our feature article de-
scribed how to use a spreadsheet for determining statistical
significance of water quality changes due to land treatment.
While spreadsheet applications may be more readily available to
our readers, statistical packages potentially provide amore
powerful tool for data analysis and therefore are recommended,
particularly for dealing with complicating issues such as
autocorrelation. In thisissue of NWQEP NOTES, our feature
articleillustrates similar analyses using the statistical package
SAS.

It should be noted that there is more than one way to define a
change in water quality. The analyses presented in this issue and
the last issue of NWQEP NOTES evaluate discrete step-changes,
comparing pre-BMP to post-BMP water quality. However,
depending on how long it takes for BMP's to be established
(instantaneous vs. gradual), analyzing for atrend over time may
be more appropriate than a discrete change.

Future issues of NWQEP NOTESwill discuss and present
analyses for gradual types of changes, such as trends over time.

Asaways, please feel freeto contact us regarding your ideas,
suggestions, and possible contributions to this newsl etter.

LauraLombardo

Editor, NWQEP NOTES

Water Quality Extension Associate
NCSU Water Quality Group

Campus Box 7637, NCSU

Raleigh, NC 27695-7637

Tel: 919-515-3723, Fax: 919-515-7448
Email: notes_editor@ncsu.edu
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point during, the treatment period, the relationships are
compared to seeif achange has occurred, or isoccurring,
due to BMP implementation.

An upstream/downstream—(before/after) design
(Spooner et a., 1985) aso requires calibration and treat-
ment periods (before and after BMP implementation);
however, unlike the paired watershed design, only one
watershed ismonitored, with sampling stations positioned
upstream and downstream of the treatment area.

With abefore/after monitoring design (Spooner et al.,
1985), water quality datafrom one downstream stationis
collected for aperiod of timebefore and after BMPimple-
mentation.

Example

As an example, data obtained from the Morro Bay,
CdliforniaEPA 319 National Monitoring Program Project
will be used to demonstrate how to detect whether achange
in average storm turbidity has occurred due to BMP in-
stallation. Regression analysis will be performed using
SAS. The sampling design is a paired watershed on two
sub-basins within the Morro Bay watershed. Chumash
Creek isthe treatment watershed, while Walters Creek is
the control.

Raw Data Organization and
Exploratory Data Analysis

Data can be read by SAS from a database (e.g., SAS
or Access), a spreadsheet, or an ASCII file. In our ex-
ample, SAS reads the data from an ASCII file.

With any of the three monitoring designs stated ear-
lier, the data are paired by date, and may be either placed
on the same record (row) as shown in Figure 1 or entered
by station. For apaired watershed design, the paired data
are the control and treatment watershed data collected
from the same time period or sampling event. In an up-
stream /downstream design, the pairing is between data
collected from upstream and downstream stations for the
same time period or sampling event. A lag may be re-
quired if the travel time between the two stations is
significant relative to the sampling frequency. For a be-
fore/after design, the explanatory variable (see below) is
paired with the water quality parameter of interest.

For this example, the required data are organized by
storm and each record contains the beginning date of the
storm, turbidity of the control watershed, and turbidity of
the treatment watershed (see Figure 1). Any intermedi-
ate variables which may berequired for the analysis (i.e.,
log-transformed values), as well as categorization and
sorting of the variables can be done within SAS.



data file "stornturb.sds" contains avg
stormturbidity data (NTUs). Avgs. are
cal cul ated on paired 30 nminute data
Walters Chunash
(Control) (Treatnent)
Begin Date avg turb avg turb
01/ 04/ 95 603. 7 3169.3
01/ 07/ 95 113. 3 1584.9
01/ 09/ 95 613.3 1004. 8
01/12/95 110. 5 116.7
01/ 14/ 95 108. 7 430.0
01/ 20/ 95 92.8 578.0
01/ 22/ 95 1132.0 1206. 9
03/ 05/ 95 163.0 368.0
01/ 31/ 96 626. 0 780.0
02/ 03/ 96 394.0 875.2
02/ 04/ 96 872.3 668. 1
02/ 19/ 96 614.8 532. 4
12/ 09/ 96 1121. 2 3947.8

Figure 1: ASCII data file for SAS input

Before performing any statistical analyses to detect
differences or change, some “exploratory data analysis’
should be doneto seeif the dataarein the proper form for
analysis. The statistical test discussed here, regression
analysis, is parametric and requires that the data be ap-
proximately normally distributed and independent (not
autocorrelated). Technically, the regression analysis re-
quiresthisof theresiduals (discussed later in thisarticle).
Note that non-parametric tests al so assume independence.

Covariates (Explanatory Variables)

With any watershed design, it is important to “factor
out” variables other than land treatment that may have
changed over time and caused a change in the water
quality variableof interest. Accounting for thesevari-
ables allows for better documentation of the water
quality change dueto land treatment. These variables
are called covariates.

For a paired watershed design, the covariate isthe
water quality variable of interest in the control water-
shed. Inan upstream/downstream design, the covariate
is the upstream water quality parameter of concern.
In abefore/after single station design, these covariates
areoften called explanatory variables, and may berain-
fall, streamflow or other hydrologic factors.

Check for Autocorrelation

If the raw data are collected at short timeintervals
(e.g., sub-hourly, hourly, daily, or even weekly), there

Turbidity, ntus
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is a good chance it will be autocorrelated. With regres-
sion analysis, the real issue is whether the residuals are
autocorrelated. By checking and adjusting the data for
autocorrelation, this most likely will insure that the re-
siduals are independent.

Autocorrelation occurs quite often in water quality and
hydrologic data, asevidenced by hydrographs, sedigraphs,
and chemographs, which exhibit an autocorrelated trend
in the data. Autocorrelation, sometimes referred to as se-
rial correlation, is reflected by data that is related or
“correlated” to previous and subsequent samples.
Autocorrelated data contain redundant information and
lessinformation than would the same number of indepen-
dent observations. Therefore, statistical tests performed
on non-independent or autocorrel ated data may not be as
conclusive asthe testsimply. Asaresult, adjustment for
autocorrelation must be made to ensure proper interpreta-
tion.

Perhaps the easiest way to check for autocorrelationis
to plot the data over time. Repeated trends or patternsare
an indication of autocorrelation. Autocorrelation can be
seen in Figure 2 for the raw 30-minute paired turbidity
data collected on Walters Creek.

A more formal way to check for autocorrelation isto
use PROC ARIMA or PROC AUTOREG in SAS. Figure
3 shows the SAS code for examining autocorrelation of
theraw turbidity datafrom the Chumash and Walterssites
using PROC ARIMA.. In this figure, the “nlag=12" op-
tion in the “identify” statement tells SAS to check for
autocorrelation of all data points at spacingsfrom 1 to 12
time periods (lags) apart. The number of lagsisarbitrary
and is selected by the user. It is recommended that
autocorrelation be explored out to at least 3 or 4 lags.
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Figure 2: Autocorrelation exhibited in Walters Creek Turbidity

data
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data turbid;
/*
open raw data file and read turbidity data
thefirst record (line) of datais 5
*/
infile 'g:\garry\california\data\wq\tssturb3.sds firstobs=5;
input mo 4-5yr 10-11 @18 wal chu;
proc arima;
identify var=chu nlag=12;
run;
proc arima;
identify var=wal nlag=12;
run;

Figure 3: SAS Program to Check for Autocorrelation
in Raw Data From Chumash and Walters
Watersheds

Figure4isthe SASoutput for the autocorrel ation test.
Visualy, the shape of the plot generated il lustrates a strong
autocorrelation trend, showing highest correlations at
lower lags, or spacing between time
periods. Also, since the probability

tion is not appropriate in al cases, particularly for short-
term projects.

In the example, since the 30-minute turbidity data col-
lected from Chumash and Walters Creeks were
autocorrel ated, averageswere cal cul ated from paired data
for each storm event lasting oneto three days, which elimi-
nated the autocorrel ation.

If the data used in the analysis are autocorrelated (ei-
ther the reduced data is still autocorrelated, or it is
inappropriateto reducethe data), then PROC AUTOREG
should be used to perform the regression analysis. An ex-
ample SAScodefor PROC AUTOREG isgiveninFigure
9 (beneath the code for PROC GLM, with output not
shown). Typically, an autoregressive model with lag=1
is appropriate for weekly or more frequent water quality
data.

If correction for autocorrelation has been made, orga-
nization of the reduced data should follow the same layout
presented earlier in Figure 1.

value for autocorrelation to lag 6
(shown under “Autocorrelation
Check for WhiteNoise”) is0.000 (or
actually less than 0.0005 but SAS
output will only report up to three
decimal places), we can reject the
null hypothesis of no autocorrelation
at a confidence level of almost 100

ARI MA Procedure

Name of variable = CHU.

Mean of working series = 596.8448
Standard devi ation = 877.3625
Nurber of observations = 1073

NOTE: The working series has 115 enbedded mi ssing val ues.

Aut ocorrel ati ons

percent.
Lag Covariance Correlation -1 987 65432101234567891 Std
. . 0 769765 1.00000 | (RAAAAAEEEEEEEAALA LA | 0
Correction for Autocorrelation 1 575650  0.74784 | [ rreeaseraserres | 0030528
. . 2 458035  0.59503 | LR | 0.044434
When addressing autocorrel ation, 3 336279 0.43686 | R Te e | 0.051326
it is first necessary to recognize the 4 328323 0.42652 | o e | 0.054681
. ; 5 271917  0.35325 | (REEEE | 0.057699
time scale of the experiment or 6 217359  0.28237 | [ #xrxns | 0.059680
proJ ect (eg, 1 year or 10 years) and 7 142884 0.18562 | | xHxEx | 0. 060913
. ) . 8 119666  0.15546 | R | 0.061438
determine the most appropriate time 9 84874.549  0.11026 | | ** | 0.061803
step for data collection and analygs 10 45397.742 0.05898 | L] | 0. 061986
. 11 13696.162  0.01779 | . | 0.062038
(e.g., hourly, daily, weekly, or storm 12 -15204.355 -0.01975 | | | 0.062043

event). For detecting change over the
long term, it is usually appropriate
to aggregate datawithin each storm.
It may also be appropriate to aggre-
gate datafrom hourly to daily or daily
to weekly. This averaging of data
into larger time stepsis often termed

" marks two standard errors

Aut ocorrel ati on Check for Wite Noise

To Chi

Lag Square DF  Prob
6 1606.09 6 0.000 0.748 0.595 0.437 0.427 0.353
12 1687.27 12 0.000 0.186 0.155 0.110 0.059 0.018

Aut ocorrel ati ons

0.282

-0.020

“datareduction.” Normally, thisag-
gregation reduces or eliminates the
autocorrelation; however, datareduc-

Figure 4: SAS Output Showing Autocorrelation Diagnostics for Raw Turbidity
Data from Chumash Watershed



Check for Normality

Parametric statistical tests, or those tests based upon
estimates of statistical parameters such as mean and stan-
dard deviation, requirethat the databe normally (or nearly
so) distributed. A normal distribution is indicated by a
bell-shaped, symmetrical curve. Many timeswater qual-
ity and hydrologic data are not normally distributed, but
are skewed. The skewness indicates the departure of the
distribution from the normal curve. Data are positively
skewed if the curve has a longer “right tail” and nega-
tively skewed if it has alonger “Ieft tail” (see Figure 5).
In most storm event-related water quality data, the skew
will be positivereflecting many relatively low values and
afew very high values.

Skewed Distribution (Positive Skew)

Normal Distribution

Relative Frequency

Parameter Value

Figure 5: Normal and Skewed Distributions

To check for skewness with SAS, use the
“UNIVARIATE” procedurewith the“normal” and “plot”
options. Figure 6 showsthe SAS codefor performing this
analysis. The programinputs datafrom an external ASCI|
file, createslog-transformed variables of the data (which
will be compared to untransformed values for correction
of skewness), categorizes data into calibration (pre) and
treatment (post) periods (which will be used for regres-
sion analysis), and tests the data (both untransformed and
log-transformed) for normality. July 1, 1996 is the date
dividing calibration and treatment periods.

The“normal” option under PROC UNIVARIATE pro-
duces descriptive statistics including the skewness and
the Shapiro-Wilk W statigtic. If the data are perfectly
“normal,” the skewnesswill be zero. Asarule of thumb,
an absolute value of skewness above 1.0 indicates a de-
gree of skewness in the data that should be addressed.
The W statistic ranges between 0 and 1, with low values
leading to arejection of the hypothesis of normality.
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data turbid;
*open data file-first data on line
nurber 7;
infile

"g:\california\ldata\wg\stornturb. sds’
firstobs=7;
*read dat a;

input no 8-9 yr 14-15 @6 wal chu;

wal | og=l og10(wal );

chul og=I 0g10( chu) ;
*assign pre-post bnp;

if yr>=97 then per='post’;

else if yr=96 and np>=7 then
per =" post’;

el se per="pre’;
*increment counter;

N=_N_;
*test for skewness and normality;
proc univariate plot normal;

var chu wal ;
run;
*test for skewness of |og transfornmed
vari abl es;
proc univariate plot normal;
var chul og wal | og;

run;

Figure 6: SAS Program File

The “plot” option under PROC UNIVARIATE pro-
ducesavisual way of checking for normality. Threegraphs
will be created for avisual assessment of the distribution
of the water quality variable; a stem and leaf plot or his-
togram, a box plot, and a normal probability chart.
Normally distributed datawill generate stem and leaf plots
and histograms that are symmetrical, box plots that are
symmetrical with the mean “+” and median “*-----*" in-
dicators close to each other, and normal probability plots
that graph as a straight line “*******” that s superim-
posed upon theideal ling® “+++++",

The SASUNIVARIATE output for the untransformed
turbidity data from Chumash watershed is shown in Fig-
ure 7. This output indicates that the data depart markedly
from a normal distribution. This can be seen from the
high degree of skewness (3.02), relatively low value for
W of 0.64, and the probahility of the W statistic (0.0001),
leading to arejection of the null hypothesis of normality
at 0=0.05. Also, the highly skewed stem and | eaf plot and
box plot, and the curvilinear normal probability plot which
deviates from the ideal line provide visua evidence of
data which is not normally distributed.

3 For further diagnostic details, see SAS Institute Inc. (1985a).



NWQEP NOTES — January 1999

--------------------------------------------------------------------------------------- The SAS output for the log-trans-
Var ab ecch tnivariate Procedure formed turbidity data from Chumash
Monent s Quant i | es( Def =5) watershed (Figure 8) indicates that the
N 35 Sum Wjts 35 100% Max 3947.8 99% 3947.8 |Og-t|’anSf0rmed data ae norma”y d|S‘
Mean 722.5914  Sum 25290.7 75% @B 848. 4 95%  3169.3 tributed. Thisisevidenced by the reduced
Std Dev 787.4175 Variance 620026. 3 50% Med 501.1 90% 1206. 9 §(6Nne$ rel Emvely h|gh Val Uefor W (aI
Skewness 3.022022 Kurtosis 9. 999895 25% Q1 315.7 10% 177.5 ’ .
uss 39355736 CSS 21080893 0% M n 74.2 5%  116.7 a=0.05, we do not reject the null hypoth-
(oY 108.9713 Std Mean 133. 0978 1% 74.2 esis Of norma“ty since p >a) greater
T:Mean=0  5.429024 Pr>|T| 0.0001 Range 3873.6 !
Num A= 0 3 Nm> 0 35 ®-a 532 7 symmetry of the stem and leaf and box
M Si gn) ) 17.5 Pr>=|M 0.0001 Mode 74.2 charts, and straighter normal probability
R o o o plots that fall closer to the ideal line.
Extrenes Therefore the log-transformed variables
Lovest  bs  Hghest  Gbs will be used in the subsequent analyses.
74. 2( 16)  1004. 8( 3)
116. 7( 4)  1206. 9( 7) i H
e 31 1e8e o . E:igressmn Analysis to Detect
177. 5( 33)  3169. 3( 1) g
205. 4( 32)  3947.8( 13) ange
Stem Leaf # Boxpl ot This discussion is limited to detect-
> . . ing discrete changes, such as before and
2 after BMP implementation, as opposed
i . ) | to gradual changes. A good way of de-
102 2 | tecting a discrete water quality change
0 5567777888999 13 oo due to land treatment changesisregres-
0 11122223334444444 A + . X X -
ey sion analysis. This test requires that at
Vor  abl et Miltiply Stem Leaf by 10%*+3 least one year of post-BMP data have
ar | abl e=
Nor mal Probabi lity Pl ot been collected. Thetest may be repeated
3750|+ : as more data are collected.
: oo T Regression analysisas presented here
I N is actually an analysis of covariance
: i (ANCOVA), where two variables
250+ ¢ kx mexmesxress (“covariates’) are being compared for a
R linear relationship. Thisanalysisisstron-
ger thanan ANOVA or t-test, particularly
for covariates with a strong linear rela-

Figure 7: SAS Univariate Output for Chumash (Treatment Watershed)

Turbidity Data

Correction for Skewness

If the data are skewed, transformations of the variable(s)
should be done. The most common transformation inwater
quality and hydrology isalogarithmic transformation. This
isdonein SAS by using thefunction “LOG10(x)" (see Fig-
ure 6). Thiswill return the base 10 logarithm of the value
X. After doing this transformation, repeat the diagnostic
steps given previously to check for normality.

If the dataremain highly skewed after various transfor-
mation attempts, nonparametric data analysis may be
required. Nonparametric data analysisis not addressed in
this article.

tionship. In our paired watershed
example, the covariates are log-trans-
formed turbidity data from the control
(Walters) and treatment (Chumash) watersheds.

The regression analysis will establish a linear relation-
ship (expressed as an equation for a line) between the
covariates, where the dependent variable will be defined in
terms of the independent variable. A relationship will be es-
tablished for both the calibration and treatment periods. This
relationship expressed as a line is referred to as a “best fit
line” The regression analysis will detect whether or not
these lines of best fit from the calibration and treatment pe-
riods differ. A difference in the regression lines indicates a
change dueto land treatment. The analysis will test for the
magnitude of this difference, by examining the slope and
intercept of the lines, and will define the surety or “signifi-
cance” of the difference.



Uni var

Var i abl e=chul og

iate Procedure

Monent s Quant i | es(Def =5)
N 35 Sum Wjts 35 100% Max 3.596355 99% 3. 596355
Mean 2.702113 Sum 94. 57396 75% B 2.928601 95% 3. 500963
Std Dev 0.362856 Variance 0.131664 50% Med 2. 699924 90% 3.081671
Skewness 0.17567 Kurtosis  0.713143 25% QL 2.499275 10% 2.249198
uss 260. 0261 CsS 4.476588 0% M n 1.870404 5% 2.067071
cv 13.4286 Std Mean  0.061334 1% 1.870404
T:Mean=0  44.05584 Pr>|T| 0. 0001 Range 1.725951
Num A= 0 35 Num> 0 35 QRB-QA 0.429326
M Si gn) 17.5 Pr>=|M 0. 0001 Mode 1. 870404
Sgn Rank 315 Pr>=| S| 0. 0001
W Nor nal 0.980718 Pr<wW 0. 8346
Extremes
Lowest Gbs H ghest os
1. 870404( 16) 3.00208( 3)
2.067071( 4) 3.081671( 7)
2.159868( 31) 3.200002( 2)
2.249198( 33) 3.500963( 1)
2.3126( 32) 3.596355( 13)
St em Leaf # Boxpl ot
36 0 1 0
34 0 1 |
320 1 |
30 08 2 |
28 2277893347 10 +e---- +
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Figure 8: SAS Univariate Output for Log-Transformed Chumash (Treatment

Watershed) Turbidity Data

In apaired watershed design, theindependent variable

(X) represents the water quality parameter of interest col-
lected from the control watershed, while the dependent

variable (Y) isthe same parameter from
tershed.

In an upstream/downstream monitor

downstream station.

ing design, thein-
dependent variable (X) represents the water quality
parameter of interest collected from the upstream station
while the dependent variable (Y) represents datafrom the

the treatment wa-
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For a before/after design, the inde-
pendent variable (X) represents the
explanatory variable, such aswater dis-
charge, while the water quality
parameter of interest is the dependent
(Y) variable.

In order to perform regression analy-
sisin SAS, two additional independent
(X) variables are required to develop
and compare the two separate regres-
sion lines. The first is a class variable
PER, which separates the observations
into calibration “pre” and treatment
“post” periodsand allowstheregression
linesto have different intercepts. Inour
example, this variable is generated in
Figure 6. The second independent vari-
able is the interaction term
PER*WALLOG, and is the class vari-
able multiplied by the water quality
parameter from the control site, which
in our example is log-transformed tur-
bidity from Walters Creek watershed.
Thisvariable allows the two regression
linesto have different dopes. WALLOG
isalso generated in Figure 6.

The ANCOVA can be done with the
General Linear Models Procedure
(PROCGLM)*in SAS. Figure9shows
the SAS statements required. In the
“model” statement, the control water-
shed variable (WALLOG) and the two
created variables (PER and
PER*WALLOG) aretheindependent or
X variables, while the treatment water-
shed variable (CHULOG) is the
dependent or Y variable. The*" solution”
option in the “model” statement gener-
atesthe parameter estimates (3's) for the
regression lines.

As an important side note, in regression analysis, the re-
sidual s should be normally distributed and uncorrelated, and
have a constant variance. Residuals are the differences be-

tween theactual Y values of the data points and the predicted
Y values on the regression lines. Typically, if water quality

variance.

data have been log transformed, the residuals from aregres-
sion analysis are normally distributed and have a constant

4 For afull description of the GLM procedures, options, and uses, see SAS

Institute Inc. (1985b).
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proc glm;

class per;

model chulog=wallog per per*wallog/sol ution;

Ismeans per/pdiff;

output rstudent=res2 p=pred2;
run;
proc gplot;

titlel 'Residual Plot-Regression Model';

plot res2* pred2/vref=0;
run;

plot res2* n/vref=0;
run;
/*
For the case of regression analysis with autocorrelated
residuas, the following code should be used in place of that
above. Theinteraction term in the model statement called
“cross’ was generated previously by multiplying “wallog”
by “per” since PROC AUTOREG does not allow creation of
interaction termsin the model statement.
*/
proc autoreg;

nodel chul og=wal | og per cross/nlag=1;

out put r=res;
run;
*plot residuals to see if autocorrelation renoved;
proc gplot;

titlel ' AR(1) Mbdel Standardi zed Residuals';

pl ot res*n/vref=0;
run;

Figure 9: SAS Program for Calibration and Treatment
Regression Lines and Residual Check

Constant variance and autocorrel ation of the residuals
can be checked in SAS using the GLM and GPLOT pro-
cedures. InFigure9, an output statement isincluded under
GLM to generate standardized residuals “rstudent” and
predicted Y values*“p” for plotting of the residuals under
PROC GPLOT 5 (“plot res2* pred2/vref=0"). A non-con-
stant variance will show up in the residual plot as a
“funnel” or “mounding” rather than an even distribution.
Figure 10 showsthat the residual s, plotted against the pre-
dicted Y variables, have a constant variance. Also, since
these data were aggregated to a storm basis,
autocorrelation is not a concern. If autocorrelation were
aconcern, it would be necessary to plot theresiduals over
time (“plot res2* n/vref=0" statement in Figure 9) and vi-
sually check for autocorrelation. Once again, repeated
trends or patterns are an indication of autocorrelation. Fi-
nally, normality of the residuals can be checkedin SAS
using PROC UNIVARIATE as discussed in the section
Check for Normality.

The SAS output from the regression analysis for the
example is given in Figure 11, General Linear Models

Hesidual Flot— Regression Model

RES2
2 + + +
++
o -+ ++ r +_r + B
. + i + n I'i
—2 + +
4
206 T2z 24 ) 2.8 30
PRED2

Figure 10: Residual Plot of Regression Model

Procedure. The regression equation resulting from this
analysisis

Y=B,+B, X, +B2] +B3j X,
()

or, rearranging the terms to ease interpretation

Y= (Bo +B2] )+ (B1+ B3i )Xl
(1a)

where Y isthe estimate of the dependent variable, X, is

the independent variable, and 3. . ._ o arethe

] o i,J,1=0,1,2,3; j=pre,post .
regression coefficients generated from the regression
analysis, with

, = Yy-intercept of the calibration regression line

= dope of the calibration regression line

= difference in y-intercept between calibration and
treatment lines

B,= difference in slope between calibration and
treatment lines

The values of [32]. and Bs; depend on the period j, which in
this case is either “pre” or “post” (see Figure 11). SAS
internally orders the elements of the class variable PER
(“pre” and “post”) either numerically or alphabetically,
and then assigns 1 to the first variable (“post” since al-
phabetically it comes before “pre’) and 0 to the next
variable (“pre’). Thisis why zeros are generated for the
Estimate values in Figure 11 for 3, and 3, for the “pre”
period.

Is There a Difference?

Once again, the purpose of regression analysis is to
test for a difference in the regression lines between cali-
bration and treatment periods. Both the y-intercepts and

5 PROC GPLOT produces a graphical plot, while PROC PLOT produces the
same plot, but in atext format.
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Sour ce DF Sum of Squares Mean Square
Model 3 1. 93669600 0. 64556533
Error 31 2.53989206 0. 08193200
Corrected Total 34 4. 47658805

R- Squar e C. V. Root MSE

0.432628 10. 59310 0. 28623767
Sour ce DF Type | SS Mean Square
WALLOG 1 1. 00493313 1. 00493313
PER 1 0. 65570489 0. 65570489
WALLOGF PER 1 0. 27605797 0. 27605797
Sour ce DF Type Il SS Mean Square
WALLOG 1 1.48117822 1.48117822
PER 1 0. 37954313 0. 37954313
WALLOGF PER 1 0. 27605797 0. 27605797

T for HO: Pr > |T|
Par anet er Estinate Par armet er =0
I NTERCEPT 3, 1. 810505768 B 3.38 0. 0020
WALLOG By 0.414947950 B 1.96 0. 0588
PER B, post -1.912058740 B -2.15 0. 0393
pre 0. 000000000 B . .
WALLOG*PER B, post 0. 630454023 B 1.84 0. 0760
pre 0. 000000000 B
Least Squares Means
PER CHULOG Pr > |T| HO:
LSMEAN  LSMEAN1=LSMEAN2

post 2.58797266
pre 2.87805029

0. 0086

Furthermore, the negative sign indicates
that the y-intercept of the treatment re-
gression line is lower than the
Fralve FeF y-intercept of the calibration line, indi-
7.88  0.0005 cating a reduction in turbidity at the
treatment watershed rel ativeto the con-
trol watershed.

CHULOG Mean L ooking now at 3, (post), the Pr >T
> 70211518 value of 0.076 indicates that a statisti-
cally significant differencein slopes of
Fvalve P E theregression linesexists at a92% con-
fidence level. The Estimate value of
oo 0.63 represents an estimate of the mag-
3.37  0.0760 nitude of thisdifference. Sincethisisa
Fvalue  ProsE positive number, the slope of the line
for the treatment period is greater or
B oaes steeper (0.41 + 0.63 = 1.04) than the
3.37  0.0760 line for the calibration period, indicat-
ing a greater reduction at lower levels
S“é:if L;rem of turbidity and a lesser reduction at
higher levels. This can be seen in the
8j iii:ggjg calibration and treatment period regres-
0.88837728 sion lines shown in Figure 12, as the
. 34346308 greatest distance between thetwo lines
is at the lower levels of turbidity, with
the difference lessening at higher lev-
els. Note that if the 3, Estimate value
was hegative, indicating a decrease in
slope, this would mean greater reduc-

tions at higher levels of turbidity.
If 2 92% confidence level in differ-

Figure 11: SAS Output from Regression (ANCOVA) Model

slopes of the lines are examined. The statistical significance
of a difference is revealed in the Pr > T values, while the
estimate of the magnitude of the differenceisrevealed in the
Estimate values. So when interpreting the GLM output, it is
important to first check the Pr > T valuesto seeif thereisa
difference, and if so, then look at the Estimate values of the
Bsfor an estimate of the difference.

The SAS Output (Figure 11) indicates that for the cali-
bration period, the y-intercept (3,) of the regression lineis
1.81 and the slope of thisline (B,) is0.41.

Looking at 3, (post), the Pr >T value of 0.039 indicates
that a statistically significant difference in y-intercepts be-
tween calibration and treatment regression lines exists at a
96% confidence level. The Estimate value of -1.91 repre-
sents an estimate of the magnitude of this difference.

encein slopeis not acceptable (say, for
example, asignificancelevel was set at 95% (a=0.05)), then
the interaction (PER*WALLOG) term should be dropped
from the regression model. In this case, Equation 1lawould
now be

Y=(B, + Bz;‘ )+ B X,

which would result in regression lines with the same slope
(paralel) but with y-intercepts differing by a magnitude of
B, (see Figure 13).

In this scenario (Figure 13) with the interaction term left
out, the Pr >T value (0.01) of (3, (the y-intercept term) indi-
catesthat the differenceininterceptsis statistically significant
at a 99% confidence level. The Coefficient value for B, is
-0.29 (1.212 - 0.920, Figure 13) which once again indicates
areduction in turbidity of the treatment watershed relative
to the control watershed (SAS output not shown).
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How Much is the Difference?

Once a difference in the water quality
parameter of interest between calibration
and treatment periods has been statistically
proven, the next step is to estimate the
amount of the difference. The average dif-
ference may be obtained by using the least
square means “lIsmeans’ command in
PROC GLM (for the*“full model” within-
teraction term, see Figure 9 for code and
Figure 11 for output). This produces pre-
dicted values for the treatment watershed
(Chumash) for the calibration and treatment
periods at the average |og-transformed
valueof turbidity for the control watershed
(Walters) for the entire period (both cali-
bration and treatment). By using an X value
averaged over the entire study period (X
in Figure 12) to calculate the average dif-
ferenceinY value, changesin turbidity at
the control watershed occurring over the
study period will be accounted for.

As can be seen in Figure 11 under the
“Least Square Means’ output, for the ex-
ampleusing thefull model with interaction
term, the predicted log-transformed turbid-
ity values for Chumash, the treatment
watershed, are 2.878 for the calibration pe-
riod and 2.588 for thetreatment period (Y
and Y, respectively, inFigure 12). Thefol-
lowing equation is then used to determine
the percent decrease in the original,
untransformed scale:

10"

[1- (1ovc

)]L00

or

[1-(59i?iH100

102.878
which equals a 49% average reduction in
turbidity.

If the “reduced model” without the
interaction term is used, and with the
same method to cal cul ate the amount of
the difference, the average reduction in
turbidity would be

[1-(19i?iH100

10 2.894

or 49%.



For More Information

Garry Grabow, Ph.D., PE.

Water Quality Extension Specialist
NCSU Water Quality Group
Campus Box 7637

Raleigh, NC 27695-7637

(919) 515-3723
garry_grabow@ncsu.edu
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INFORMATION

STORET Update Released

An update to the STORET water quality database sys-
temisnow available. STORET, the EPA’smain repository
for marine, freshwater, and biological monitoring data,
isfreeto users and easy to use. It is available from EPA
on CD ROM by calling 1-800-424-9067 or sending an
email to STORET @epa.gov. Data stored in STORET
will be accessible to the public on the Internet early in
1999.

Toward Sustainable Growth for the
21st Century

The Chesapeake Bay Program has created a video de-
tailing six techniques to curtail sprawl development
patterns. The video discusses urban boundaries, infill de-
velopment, transit-oriented development, transfer of
development rights, rural clustering, and traditional
neighborhood development. To order a copy or to re-
guest more information, contact the Chesapeake Bay
Loca Advisory Committee, 416 Goldsborough Street,
Easton, MD 21601, Tel: 410-822-9630, Fax: 410-820-
5039.

Low-Impact Development Design
Manual Available

Prince George's County, Maryland, hasrel eased amanual
on low-impact development, which uses
micromanagement-level planning techniquestoincorpo-
rate stormwater BMPs into landscaping plans for each
developed parcel. Thisapproach maximizesenvironmen-
tal protection from development impacts through
reduction of clearing, use of existing grading, and use of
forest- and habitat-enhancing techniques to protect
ground water, streams, floodplains, and wetland areas. It
combines an environmentally sensitive and functional site
design with active public outreach and education, water
conservation and reuse, and public/private partnerships.
To order the $35 manual, contact Prince George's County
Government, DER Programs and Planning, Attn: Larry
S. Coffman, 9400 Peppercorn Place, Suite 600, Largo,
MD 20744.
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WWW RESOURCES

A more complete list of World Wide Web sites that relate
to nonpoint source pollution and water quality issues can be
found at: http://www.bae.ncsu.edu/bae/programs/extension/
waqg/issues/resource.html

Help for Grant Writing

The new EPA Grant-Writing Tutorial, available at http:/
/www.epa.gov/grtlakes/seahome/grants.html, can
makethe grant-writing processeasier: thetool walksusers
through the process of grant-writing and helpsthem learn
how to write more competitive grants.

Source Water Protection Ordinances

Model ordinances for source water protection can be
viewed at http://www.epa.gov/r 10ear th/offices/water/
swp.htm. Currently the list includes ordinances from:

New Hampshire Office of State Planning

M assachusetts Department of Environmental
Protection

Oregon, Lancaster County (PA)

Oklahoma Department of Environmenta Quality
Skagit County (WA)

Hernando County (FL)

Breward County (FL)

‘Antidotes to Sprawl” Website

EPA Region 5 has created awebsite listing Federal agen-
cies and their role in assisting local communities with
sustainable urban development alternatives. Assistance
isprovided in the form of grant funds, dataand informa-
tion, and technical assistance. The Federal agency
contacts are organized by environmental and metropoli-
tan issues so municipal officialscanrefer quickly totheir
own specific concerns. The site’'s address is http://
www.epa.gov/region5/sprawl/.
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MEETINGS

Notice of Training Event

Getting in Step: A Pathway to Effective Outreach in
Your Watershed. Feb 7-10, 1999, Building Capacity
in Environmental Community-Based Watershed
Projects conference in Stevenson, WA.

Thisworkshop promotes a step-by-step approach to plan-
ning and implementing outreach, education and public
involvement programs for watershed protection to
achieve significant results with limited resources. The
building blocks for such a process include defining the
program objective, identifying the audience, developing
the message, selecting aformat, identifying distribution
venues, and evaluating the results. The use of innova
tive designs, graphics, photos, “hooks,” and textual
materials will be explored for instilling a conservation
ethic among various publics.

The latter part of the workshop focuses on partnering
with the news mediato enhance outreach, education and
public involvement efforts. Approaches for increasing
coverage of watershed issues, remediation projects and
volunteer monitoring programs are examined in detail.
A fina section on environmental communication pro-
videsagency publicinformation personnel and watershed
group representatives with insights on public perception
issues, how media interviews are conducted, and offers
tools and techniques to employ when dealing with re-
porters or appearing in televised news programs.

Four additional workshops are tentatively scheduled for
April (Seettle), May (Fayetteville, AR; Austin, TX), and
September (Lafayette, IN). For moreinformation on ei-
ther attending or scheduling aworkshop, contact Charlie
MacPherson of TetraTech, Inc. or Barry Tonning of the
Council of State Governments. Telephone Charlie
MacPherson at 703-385-6000, or email at
macphch@tetratech-ffx.com. Telephone Barry Tonning
at 606-244-8228 or email at btonning@csg.org.

Call for Papers

Conferenceon Stormwater and Urban SystemsM od-
eling: February 18-19, 1999. Toronto, Ontario. Abstracts
(due January 30) are solicited on the use of state-of-the-
art computer models for resolving real water pollution
problems. Contact Lyn James, Computational Hydrau-
lics, Int. 86 Stuart Street, Guelph, ON, CanadaN1E 4S5.
Tel: 519-767-0197, Fax: 519-767-2770, email:
info@chi.on.ca, web site: http://www.chi.on.ca



4th International 1AWQ Conference on Diffuse Pol-
lution: January 16-20, 2000, Bangkok, Thailand.
Submit abstract (500 words maximum) by April 15, 1999
to Ms. Nitayaporn Tonmanee, Department of Land De-
velopment, Phaholyothin Road, Chatuchak,
Bangkok 10900, Thailand, Fax: 662-579-4430 email:
Idd@mozart.inet.co.th, website: http://www.ldd.go.th/
iawg.htm. In North America, contact Dr. Mike Burkart,
USDA, at burkart@nstl.gov for information.

This conference will cover causes, impact, prevention
and abatement of diffuse pollution in urban and rural
areas and watershed management. In addition to topics
widely recognized in developed countries, the confer-
ence will focus on worldwide problems of deforestation,
land use conversion, and problems of drainage and dif-
fuse pollution in megacities.

Meeting Announcements — 1999

Third Annual American Wetlands Month Confer-
ence: Communities Working for Wetlands. February
18-20, New Orleans; March 18-20, San Francisco; April
8-10, Indianapolis; May 6-8, Andover, Massachussetts.
Terrenelnstitute, 4 Herbert Street, Alexandria, VA 22305,
Tel: 703-548-5473, Fax: 703-548-6299, email:
terrinst@aol.com, web site: http://www.terrene.org

FEBRUARY

The 1999 North Carolina Environmental Education
Conference: February 10-12, Research Triangle Park,
NC. Contact Judy Pope, Office of Environmental Edu-
cation, PO. Box 27687, Raleigh, NC 27611-7687. Tel:
919-733-0711.

Conferenceon Stormwater and Urban SystemsM od-
eling: February 18-19, Toronto, Ontario. Contact Lyn
James, Computational Hydraulics, Int. 86 Stuart Street,
Guelph, ON, CanadaN1E 4S5. Tel: 519-767-0197, Fax:
519-767-2770, email: info@chi.on.ca, web site:
www.chi.on.ca

MARCH

Wetlands Engineering and River Restoration Con-
ference: March 22-27, Denver, CO. Contact ASCE,
Conferences and Expositions, PO. Box 832, Somerset,
NJ08875-0832. Tel: 800-548-ASCE withinthe U.S., and
703-295-6050 outside the U.S. Fax: 703-295-6333.

EPA Region 7 Seventh Annual Nonpoint Source Con-
ference and thel owa State University Conferenceon
Global Water Quality I ssues: March 24-26, Ames, | A.
Contact Richard Larson, Agribusiness Education Pro-
grams, lowa State University, Tel: 515-294-6429,
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email: rwlarson@iastate.edu, website: http://
extension.agron.iastate.edu/aged/water_quality/
wqconf.html

Fundamentals, Modeling, and Applications of Nitri-
fication and Denitrification: March 28-31, Roanoke,
VA. Contact Conference Registrar, 810 University City
Blvd, Suite D, Mail Code 0272, Virginia Tech,
Blacksburg, VA 24061, Tel: 540-231-5182, Fax: 540-
231-3306, website: http://www.conted.vt.edu/
nitrification.htm

MAY

International Conference on Diffuse Pollution: May
16-21, Perth, Western Australia. Dianne McLeod,
Conference Secretariat, PO. Box 257, South Perth, WA
6951. Tel: +61 8 9450 1662, Fax: +61 8 9450 2942,
email: convlink@wantree.com.au, website: http://
Www.environ.wa.gov.au

JUNE

26th Annual Water ResourcesPlanning and M anage-
ment Conference: Preparing for the 21st Century:
June 6-9, Tempe, Arizona. ASCE Conferences, 1801
Alexander Bell Drive, Reston, VA 20191-4400. Tel: 1-
800-548-2723 (ASCE) or 703-295-6300, Fax:
703-295-6144, email: conf@asce.org, web site: http://
waterqq.asce.org

3rd National Workshop on Constructed Wetlands/
BM Psfor Nutrient Reduction and Coastal Water Pro-
tection: June 9-12, New Orleans, Louisiana. Contact
Dr. Frank Humenik, Box 7927, North Carolina State Uni-
versity, Raleigh, NC 27695-7927. Tel: 919-515-6767,
Fax: 919-513-1023, email: frank_humenik@ncsu.edu,
web site: http://www.cals.ncsu.edu/waste_mgt/
workshop.html

2nd Annual Mitigation Banking Conference: June 13-
15, Atlanta, Georgia. Contact Erin Foster, Terrene
Institute, 4 Herbert Street, Alexandria, VA 22305, Tel:
703-548-5473, Fax: 703-548-6299, email:
terrinst@aol.com, web site: http://www.terrene.org

Production of NWQEP NOTES is funded
through U.S. Environmental Protection
Agency (EPA) Grant No. X825012. Project
Officer: Tom Davenport, Office of Wetlands,
Oceans, and Watersheds, EPA. 77 W.
Jackson St. Chicago, IL. 60604
Web Site:http://www.epa.gov/OWOW/NPS
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